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ABSTRACT
In this paper tradeoffs between speed and accuracy for the atmospheric correction of hyperspectral imagery are
examined. Among the issues addressed are: the use of scattering calculations on a sparse spectral grid and consequent
accuracy and speed tradeoffs; methods for minimizing the required number of quadrature points in multiple scattering
calculations; effects of the vertical profiles of aerosols and absorbing gases on atmospheric correction; and efficient
approaches for including the effects of sensor variability, or imperfections, on atmospheric correction.
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1. INTRODUCTION

The development over the last decade of remote sensing instrumentation that can simultaneously acquire imagery and
the spectra of each pixel in the image has led to the need for fast and accurate atmospheric correction methods. As
computers become faster there is less and less need to use "Empirical Line Methods" and most current efforts are
oriented towards the use of accurate calculational techniques that have been speeded up in some fashion"?. The major
sources of uncertainty in performing atmospheric correction are water vapor and aerosols. It is therefore necessary to
include water vapor and aerosols in the atmospheric correction calculations as accurately as possible. In the following
we describe a calculational approach to atmospheric correction that is fast, accurate and simple such that it should be
possible in future to perform atmospheric correction of hyperspectral data in the air, or at a ground terminal that is
receiving the hyperspectral data from an aircraft’. This method can use either aerosols* and water vapor"*>¢ derived
from the hyperspectral data, or information from other ground-based’, or airborne sensors®.

2. METHODOLOGY
2.1 Overview of the problem
The radiance that is measured at the top of the atmosphere by a high spatial resolution (narrow field of view) instrument
in a particular spectral channel, j, is given by the expression
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where r; is the (properly normalized) spectral response in channel j, F is the solar flux at the top of the atmosphere and
R, is the reflectance of the atmosphere-surface system. In this discussion we are interested in the approximations that
can be made to simplify the calculation of the atmospheric correction for an atmosphere with absorption by gaseous
lines. For, the sake of simplicity we shall reserve discussion of the adjacency effect to an Appendix since this effect can,
to a large extent, be separated from issues of spectral resolution and accuracy.

We shall first discretize the response function of the instrument such that the change in response over any one of
these discrete intervals is relatively small. In the case of typical hyperspectral instruments a reasonable discretization
within the spectral responsivity of a given band is one nm. The expression given above can then be written as
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The instrument response has been removed from the spectral integration over variations in atmospheric scattering and
absorption, such that the calculation of atmospheric correction has been separated from the convolution over the specific
instrument response function. This allows adjustments to the integration over instrument spectral response for "smile",
temperature, or shock, induced shifts, or other instrumental problems to be functionally and operationally separated from
the effects on the observations that are caused by the atmosphere. The principal problem in atmospheric correction is
therefore the calculation of the atmospheric properties integrated over some suitably chosen spectral integral AA;. The
properties that are required from these calculations are defined in the usual form of the equation that is used to model the

effects of the atmosphere on the observed reflectance
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where R, is the atmospheric reflectance, 7, is the two way transmission including both diffuse and direct beam
transmission, Rg is the surface reflectance and s is the spherical albedo of the atmosphere when illuminated by the
surface. It is important to note that when absorption is present and the atmosphere is vertically inhomogeneous the
spherical albedo of the atmosphere is substantially different for illumination from below compared to when it is
illuminated from above. We shall now concentrate on simplifications for calculating the atmospheric reflectance, the
two way transmission and spherical albedo of the atmosphere when illuminated by the surface over narrow spectral

bands.

3)

2.2 Scattering

If only scattering affected the observations from hyperspectral sensors then there would be little point in calculating the
atmospheric properties at the resolution of the sensor, since aerosol and molecular scattering have smoothly varying
spectral signatures that can be calculated at coarse resolution and then interpolated to the required spectral interval. In
Figure 1 we show that relative errors caused by the spectral interpolation of reflectance over the range 400 nm to 2500
nm are small (<1%) even with only 43 baseline spectral reflectance calculations.

The other issue with regard to the speed and accuracy of multiple scattering calculations is the number of quadrature
points that are used. In Figure 2 we show the results from using the doubling/adding method® with extra points at the
required solar zenith and view zenith angles to perform multiple scattering calculations with varying numbers of
quadrature points. We also did similar calculations using the doubling adding method but also separating out the single
scattering and adding it back in exactly at the end of the calculation'®. In both cases it appears that if extra points are
used for the specific view geometry of the sensor the required number of quadrature points can be reduced to only 5, or
6. Additional reductions in computational time can be obtained by automating'' the stopping points for doubling
calculations. Although the "trick" of removing single scattering from the results and then adding it back in exactly does
not provide significant benefits in this case it is helpful if interpolation of view angles from those that are actually
calculated is required (e.g. for wide field sensors).

The conclusions that can be drawn from these results are that, if it is possible to decouple absorption and scattering
more accurately than simply separating the two processes then scattering calculations would only be required on a coarse
spectral grid, and that if "extra" quadrature points are used multiple scattering properties can be calculated very rapidly
and accurately for any given data set, using the best possible estimates for optical depth and scattering phase function
available, rather than using pre-calculated tables of scattering properties.

2.3 k distributions

The only atmospheric property that varies rapidly on a one nm spectral scale is absorption by gases. The most accurate
calculations of atmospheric reflectance use calculations at a sufficiently high spectral resolution that the absorption lines
of the gases are resolved. These are called line-by-line calculations. The £ distribution is based on a reorganization of the
spectral integral such that it becomes an integral over the fraction of lines with a given strength. The £ distribution and
its properties have been discussed at length elsewhere'>".
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Figure 1. a) Reflectance for an atmosphere containing molcules and aerosols (optical depth of 0.1 at 550 nm) calculated
at 500cm™ resolution from 400 nm to 2500 nm (line), together with the calculated reflectance at the midpoints, in
frequency, of this discretization (filled circles). b) Relative error in interpolating the calculations with 500 cm™ spacing
from 400 nm to 2500 nm to the midpoints of this spectral discretization.
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Figure 2 Relative reflectance error as a function of the number of quadrature points when the reflectance is calculated at

a pair of extra points (lower curve) and when the reflectance is calculated at a pair of extra points and single scattering is
added back in exactly (upper curve).

In Figure 3) below it is shown how the k distribution works. On the left is shown the variation of the O, column
absorption with wavelength in the 760 nm spectral interval. The figure on the right shows the cumulative histogram of
absorption coefficients in this same spectral interval.
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Figure 3. a) Variation of the O, absorption coefficient as a function of wavelength between 760 and 761 nm in the A-
band and b) plotted as a cumulative histogram with a set of £ values based on 15 discretization intervals.
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Evidently it is more accurate, given a limited number of discretization intervals, to discretize the distribution on the
right, provided there is no sub-band variation of other atmospheric properties such as scattering. For polydisperse
scatterers the spectral variation of scattering properties is smooth on a one nm scale and can be considered to be
essentially constant within such a bandwidth. Thus, the spectral integration shown in Eq. (2) can be transformed into an
integration over absorption strength.
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Figure 4. The figures above show the absolute error of & distribution calculations of transmission with 1 nm resolution
compared with line by line calculations for water vapor over the spectral range from 900 to 1000 nm. The comparison is
over a range of water vapor total column amounts from 0.25 precipitable cm to 16.0 precipitable cm. The £ distributions
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were tuned to provide exact results for a column amount of water of 2.0 precipitable cm with an airmass of 2.5 (i.e. 5
precipitable cm is the effective column amount). This airmass was chosen as being indicative of a nadir viewing sensor
with solar zenith of 48°. a) Transmission accuracy for & distributions with 5, 10, 15 and 20 intervals shown in blue,
green, red and purple respectively. b) Transmission accuracy as a function of water vapor amount for & distributions
with 15 intervals, where the water vapor amounts are 0.25, 0.5, 1.0, 2.0, 4.0, 8.0 and 16.0 precipitable cm shown in blue,
mauve, turquoise, green, red, orange and purple respectively.

2.4 Accuracy of k distributions

As noted by Lacis and Oinas'® the & distribution can be tuned to provide exact transmission values for a particular
absorber amount. The absorber amount for which the £ distributions are exact in this application uses an airmass of 2.5
(e.g. nadir viewing and solar zenith angle of 48°) and column absorber amounts of 2 precipitable cm of water vapor with
typical column amounts for the well mixed gases and CO. If it is required that the & distribution be accurate over a wide
range of absorber amounts then a reasonable number of absorption, or g, intervals must be used. The number of required
absorption intervals is determined by the required accuracy and range of absorber amounts over which this accuracy is to
be maintained. In Figure 4 it is shown that the absolute errors in direct beam tranmission can be kept below 0.005 over a
wide range of absorber amounts using 15 absorption intervals.

2.5 Vertical distribution of absorption

We have not, thus far, discussed the vertical variation of absorption. The monotonic ordering of absorption coefficient
strengths in the & distributions in each vertical layer implicitly preserves the monochromatic structure of the atmosphere
at different pressure levels, thus simulating the monochromatic structure of the atmosphere at a fraction of the line-by-
line computing cost. For the purposes of atmospheric correction this method would require the calculation of the
reflectance and transmittance in each layer for each absorption interval. This can be represented by the equation

Ry= 2| X R (k) Ng; @
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where the summation over vertical layers (z) is a formalism indicating an adding calculation’ and Ry is the atmospheric
reflectance. Here we have suppressed the dependencies of reflectance on other atmospheric properties and it should be
noted that the same summations are required for all the other quantities used in atmospheric correction. Although the
use of the & distributions in each vertical layer provides very high accuracy compared with line-by-line calculations, it is
not always necessary to have such accuracy for atmospheric correction. In particular, atmospheric correction only
requires that the upwelling radiance be simulated accurately at the top of the atmosphere, or at the flight level of an
aircraft. The radiance at the centers of absorption lines, or in this case the k values with the strongest absorption, will
contribute a negligible amount to the band integral since most of this radiation is absorbed. The majority of the observed
upwelling radiance will therefore come from the wings of absorption lines. The wings of spectral lines in the
troposphere, where the majority of the gaseous absorption occurs, are Lorentzian and the absorption strength in the
wings is therefore proportional to the line strength and the line width. The combined dependence of the line width, the
vibrational partition function, the rotational partition function and the lower state population probability on temperature
is weak and the dominant dependency is therefore a linear dependence on pressure, at least for water vapor absorption.

In Figure 5, below, the variation of normlized & value with pressure for particular g intervals is shown for all the &
distributions in the spectral range from 920 to 930 nm. The & intervals are ordered from smallest to largest, and the
lower £ intervals should therefore correspond to either line wings, or the centers of very weak lines, while the higher &
intervals will correspond to line centers. As discussed above, those £ intervals that come from line wings should have a
linear dependence on pressure of their k£ values as can be seen for the third and seventh k interval. Those £ intervals that
are dominated by contributions from line centers will not have such a simple dependence on pressure as can be seen for
the eleventh and fifteenth £ intervals. However, since for the purposes of atmospheric correction we are not interested in
the vertical distribution of heating, those & intervals which contribute the majority of the transmitted and reflected light
are the ones which are of relevance. As can be seen from the annotations on Figure 5 the fraction of transmitted light
contributed by the eleventh and fifteenth £ intervals is small compared with that contributed by the third and seventh &
intervals.
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Figure 5. These figures show the variation of £ value with pressure for the a) third, b) seventh, ¢) eleventh and d)
fifteenth & absorption interval for all the one nm spectral bands between 920 and 930 nm.

This feature of absorption and the consequent insensitivity of atmospheric reflection and diffuse transmission to the
detailed distribution of absorption with altitude near line centers suggests an alternative approach to calculating the
reflectance in an absorbing band. In this approach we calculate the reflectance for multiple absorption values, that cover
the range that may be expected, with a vertical distribution of the absorption that is appropriate for a particular gas, such
as water vapor viz.,
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with u being the profile of absorber amout and p; the pressure for the vertical discretization used in the multiple
scattering calculations. We found that using 21 absorption optical depths log-linearly spaced from zero absorption to 10°
provided sufficient range and accuracy. The reflectance for a particular spectral band can then be calculated by

interpolating the pre-calculated multiple absorption optical depths to the column absorption values required by the £
distribution for that band and summing with appropriate weights i.e.,

Ry=Y Ri(t)bg;,  where  T,=4kuy, ©6)
/

This approach separates the actual details of gaseous absorption from the scattering calculation, which allows the
scattering calculations to be performed on the type of coarse spectral grid described in section 2.1 above and then
interpolated to the spectral interval of interest. We have therefore transformed the problem of multiple radiative transfer
calculations (e.g 2100 spectral intervals for calculations at 1nm spacing from 400 to 2500 nm and 15 absorption values
for accurate use of & distributions) to fewer radiative transfer calculations (43 with 21 absorption values) and some
simple interpolations. It should be emphasized that the £ distributions used in the final summation over absorption
optical depth are based on exact line by line calculations (no assumptions about temperature, or pressure dependence are
made) for a 12 layer standard atmospheric profile and that the direct beam transmission is always calculated using these
k distributions, which ensures the accuracy of the direct beam calculation. Other atmospheric profiles (e.g. tropical, mid-
latitude winter etc., or measured) can be added as required by simply recalculating the & distributions from the corrected
Hitran-96'* data base. When lines overlap the effectively randomly overlapped approach suggested by Lacis and Oinas"
is used.

As we showed above this interpolation approach is extremely accurate for purely scattering atmospheres, we
therefore show in Figures 6 and 7 below examples of the accuracy of this approach when it is used in absorption bands.
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Figure 6. a) Observed reflectance calculated in the O, A band using exact calculations every 1 nm (solid lines) and
using our approximate, spectrally interpolated with pressure weighted distribution of absorption, approach (dashed
lines). The surface reflectance is Lambertian and has a value of 0.0, 0.1, 0.2, 0.3, 0.4 and 0.5 (shown as lines with
increasing magnitude). b) The absolute surface reflectance error obtained when the observed reflectances simulated
using the exact calculations are atmospherically corrected using the approximate approach (lines with increasing
magnitude correspond to surface Lambertian reflectances of; 0.0, 0.1, 0.2, 0.3, 0.4 and 0.5).

It is apparent that the error in atmospheric correction caused by calculating atmospheric multiple scattering effects using
pressure weighted absorber amounts at coarse spectral resolution that are then spectrally interpolated is quite small.
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Thus, the reflectance can be pre-calculated, or calculated for the particular conditions present, with an appropriate
vertical distribution of absorption which is representative of all the & intervals that make a significant contribution to the
observed radiance. Over the spectral region of interest here (400-2500 nm) it is necessary to have at least two different
vertical distributions of absorption, one for well mixed gases (CO, CO,, CH4, N,0, O,) and one for water vapor, since
the scale heights of these gases are very different, and also to choose between these vertical distributions in spectral
domains where there is line mixing. CO is treated as a well mixed gas because of the absence of readily available
information that would allow for a better treatment. Since multiple scattering calculations are only required on a sparse
grid, these calculations can be done beforehand and used as look-up-tables, or calculated at the time with detailed
aerosol size distributions and refractive indices.
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Figure 7. a) Observed reflectance calculated in an H,O band using exact calculations every 1 nm (solid lines) and using
our approximate, spectrally interpolated with pressure weighted distribution of absorption, approach (dashed lines). The
surface reflectance is Lambertian and has a value of 0.0, 0.1, 0.2, 0.3, 0.4 and 0.5 (shown as lines with increasing
magnitude). b) The absolute surface reflectance error obtained when the observed reflectances simulated using the exact
calculations are atmospherically corrected using the approximate approach 5 (lines with increasing magnitude
correspond to surface Lambertian reflectances of; 0.0, 0.1, 0.2, 0.3, 0.4 and 0.5).

2.5 Other issues

As well as line absorption it is also necessary to include absorption from continuum features in the calculation of the
atmospheric correction functions. Since absorption by ozone is predominantly above most atmospheric scattering the
absorption by this gas and NO, are treated as being physically separated (i.e., above, in the stratosphere) all the
scattering and they therefore only affect the direct beam transmission. Other continuum absorption features that are
included in our scattering calculations, with appropriately pressure weighted vertical distributions, are the water vapor
continuum" (self and foreign broadened) and the O,-O, continuum.

3. CONCLUSIONS

The final results of the atmospheric correction calculations are the atmospheric reflectance, the spherical albedo of the
atmosphere illuminated from below, two-pass direct beam transmission and two-pass diffuse transmission at one
nanometer resolution that can be convolved over the instrumental response. These are shown in Figure 8 for a typical
atmosphere (1 precipitable cm water vapor and optical depth of 0.1 at 550 nm). Outstanding issues that remain to be
resolved are the best approach for treating mixing of lines where their absorption overlaps and the best method for
dealing with adjacency effects. Maximally and randomly overlapped line absorption approximations will be tested
against exact line-by-line calculations to determine the preferred approach for modeling the effects of overlapping line
absorption, while alternative approaches for treating the adjacency effect are outlined in Appendix A. We expect to use
forthcoming data acquisitions over Los Angeles, a highly polluted target with strong reflectance contrasts on all spatial
scales, to evaluate which is the preferred method for performing adjacency correction.
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The method described here to calculate the multiple scattering properties required for atmospheric correction
appears to have considerable promise in terms of allowing accurate calculations to be performed very rapidly, with the
potential to perform near real time atmospheric correction. A particular advantage of this approach is that because the
scattering calculations and the resolution of the line absorption calculations are decoupled it is straightforward to
perform calculations at any spectral resolution, provided k distributions are available at the required resolution, or line-
by-line calculations from which such distributions can be calculated are available.
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Figure 8. Atmospheric scattering and absorption properties (labelled in the figure) calculated at one nanometer resolution
using 15 k intervals in each spectral band where line absorption is present.
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APPENDIX A - ADJACENCY EFFECT
Adjacency effects are caused by light being scattered into the sensor field of view from locations at the surface other
than the location that is apparently being observed by the sensor. If we assume that the atmosphere is horizontally
homogeneous on scales larger than the surface variability of interest then the magnitude of the adjacency effect can be
calculated if the scattering properties and amount of the aerosols, the scattering by molecules and the amount of
absorbing gases are known, together with the vertical distribution of all these properties. In the following discussion it is
assumed that the surface is a Lambertian reflector in order to simplify notation and presentation. A more illuminating
treatment than that given in Eq.(4) is obtained by examining the upwelling radiation at the surface-atmosphere interface
and its subsequent transmission through the atmosphere. The effects of the atmosphere on the observed reflectance can
then be captured by a pair of equations viz.,

Rops(X) = Ry+ TpU(X)T™ + | T(x= X)X W' T

. (A1)
U(x) = Ro(x)+ Re(x) [ s(x— X YU(X )&’
Q

where Tp is the upward direct beam transmission, Ts is the scattering (or diffuse beam) transmission, U is the upwelling
radiation at the surface-atmosphere interface and T is the total downwelling transmission. Functions which depend on
location are indicated by the inclusion of the spatial variable x as an argument. In particular the reflectance of the
atmosphere is now recognized as being a function that provides illumination of the location of interest that is dependent
on the reflectance of the surrounding area and the diffuse transmission is also seen to allow radiation at the top of the
atmosphere to come from locations other than the apparent location being viewed. The quantity that is to be inferred
from the observations is the surface reflectance. The first step in the solution of this pair of equations is to retrieve the
upwelling radiation, which can be done by transforming the first of Eqgs. (A1) above to obtain

U(x)+ IC(x—— xXU(X")ax’ = ot~ Ry where  {(x)= Z5(x) (A2)
Q 7p p
and then using a Fourier transform approach to the solution of a convolution equation which yields
1 (Z’om(k)- /"A)
@y’ | Zprt(1+Z (k)

where the overbar signs indicate that Fourier transforms of these functions are being used. This result can then be
substituted into the equation

Ux)= exp(/k.x)ak (A3)
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Re(x)= ( v(x) (A4)

1+ Js(x - x YU (x")&’
Q

that gives the surface reflectance in terms of the upwelling radiation. In order to make the link to other work on this
subject it is worth noting that if

U= R(x) __,

(AS5)
Rg(x)
then Egs. (A1) above can be simplified and combined to give an expression for the observed reflectance
o [ Z5x—x") Ro(x' ' 7
X
Rop(X)= Ry+ T < < (A6)

+
1= [s(x=xX)R(xNK' " 1— [s(x—X)Rs(x")ax’
Q Q
that is essentially the same form as that given by Vermote et al.'® and which can be used as the starting point for the
correction of the adjacency effect'™'®. The constraint given in Eq. (A5) is essentially a requirement that multiple
interactions between the atmosphere and surface decrease rapidly with order of interaction, which is true for most
spectral bands as long as the aerosol load is not heavy. Under these conditions there is little difference between the

approximate approach to atmospheric correction contained in Eq. (A6) and the approach suggested here. Moreover, it
remains an outstanding issue as to whether the more exact approach derived here, which neglects the form of the surface
BRDF, is actually more accurate than simpler approaches. Nonetheless we regard this formalism as helpful in examining
the types of approximations that are being made in the atmospheric correction of hyperspectral imagery and would also

note that it is possible to include BRDF effects within this formalism, at the expense of increased notational and
calculational complexity.
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